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СОДЕРЖАНИЕ

**Элементы оглавления не найдены.**

**Задача1**

**"Парная регрессия и корреляция"**

**7.** Имеются данные по 12 группам населения о среднегодовом доходе и уровне потребления мяса жителями штата Канзас (США):

К заданию 5) *X*\*=51,4.

|  |  |  |
| --- | --- | --- |
|  | Среднегодовой  доход  в среднем  по группе,  тыс. дол.  Х | Годовое  Потребление  мяса на душу  населения  в среднем  по группе, кг.  У |
| 1 | 2 | 3 |
| 1 | 41,5 | 41,2 |
| 2 | 29,6 | 35,3 |
| 3 | 31,8 | 40,7 |
| 4 | 69,8 | 55,1 |
| 5 | 100,5 | 80,1 |
| 6 | 93,3 | 65,9 |
| 7 | 82,1 | 64,2 |
| 8 | 77,4 | 70,5 |
| 9 | 55,7 | 61,1 |
| 10 | 38,9 | 51,7 |
| 11 | 45,2 | 59,4 |
| 12 | 60,2 | 65,8 |

Задание.

1). Построить поле корреляции между годовым потреблением мяса на душу населения (*Y*) и среднегодовым доходом населения (*X*)

2). Определить параметры уравнения парной линейной регрессии *Y* на *X*.

Если заранее известно, что зависимость между факториальным признаком X и результативным признаком Y должна быть линейной, выражающейся в виде уравнения типа:

*Ye = a + bx*,

задача сводится к нахождению по некоторой группе точек наилучшей прямой, называемой прямой парной линейной регрессии. Следует найти такие значения коэффициентов a и b , чтобы сумма квадратов отклонений

была наименьшей:

Условие метода наименьших квадратов выполняется, если значения коэффициентов равны:

Вычислим суммы:

Используя эти суммы, вычислим коэффициенты:

Таким образом получили уравнение прямой парной линейной регрессии:

3). Определить тесноту линейной связи между *Y* и *X.*

Тесноту линейной зависимости характеризует коэффициент парной линейной корреляции. Коэффициент корреляции рассчитывается следующим образом:

Коэффициент линейной корреляции характеризует тесноту линейной зависимости и принимает значения в интервале:

Согласно таблице корреляции при , линейная зависимость называется тесной.

Разброс значений *у* в любой выборке можно описать выборочной дисперсией
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Можно показать, что дисперсия *у* равна сумме дисперсий.
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где *σYe 2*- часть, которая объясняется уравнением регрессии,

*σε2* – необъяснимая часть.

Коэффициент детерминации, равный:
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указывает как велика доля объясняемой дисперсии в общей дисперсии, какая часть общей дисперсии может быть объяснена уравнением регрессии, т.е. зависимостью между переменными х и у.

Для определения уровня корреляции между наблюдаемыми уi и рассчитанными Yei используют индекс корреляции
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4). Оценить статистическую значимость коэффициента регрессии *β*.

При построении линейной регрессии проверяется нулевая гипотеза о том, что генеральный угловой коэффициент линии регрессии β равен нулю. Если угловой коэффициент линии равен нулю, между и нет линейного соотношения: изменение не влияет на .

Для этого проверяют гипотезы о равенстве нулю коэффициентов регрессии.

Выдвигают нуль – гипотезу

*H0: α= 0, β=0*

Против альтернативной

*H1: α ≠ 0, β ≠ 0*

Для проверки H0 гипотезы вычисляется t – статистика для каждого параметра

которая имеет распределение Стьюдента с *k = n - h* степенями свободы.

где

*n* - количество наблюдений;

*h* - количество оцениваемых параметров.

Предполагаем, что случайная величина (X,Y) распределенная по нормальному закону. Для выборки вычисляется статистика

Для заданной доверительной вероятности *р* и числа степеней свободы *k =10* находят табличное значение *tpk* – статистики. Если *| t |* ≥ *| tpk |,* то с данной вероятностью *р* гипотеза об отсутствии корреляционной связи между случайными величинами *(X,Y)* следует отбросить и принять альтернативную гипотезу *Н1* о наличии зависимости между этими величинами.

При*k = 12 –2=*10 и P=95%,  *=*2,228

Выдвинем предположения, что остатки *εi* есть нормально распределенные случайные величины с математическим ожиданием равным нулю и дисперсией (неизвестной) *D(ε)= σε2* .

Несмещенной и обоснованной статистической оценкой дисперсии *σε2* будет величина:

*F* - статистика для проверки качества оцениваемой регрессии рассчитывается по формуле
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где *m* – число независимых переменных,

*n* – объем выборки.

Значение *Fкрит* берется из таблицы при заданном значении доверительной вероятности *p* и степенях свободы *k1 = m = 1* , *k2= n – m – 1.*

Если F > Fкр , то с надежностью р можно считать, что рассмотренная математическая модель адекватная данным наблюдений и мы делаем вывод, что поведение фактора Y не случайно, оно объясняется изменением фактора Х.

По таблице Fкр = 4,96, 31 > 4,96 с надежностью 95% можно считать, что рассмотренная математическая модель адекватная данным наблюдений.

5). Определить прогнозное значение годового потребления мяса на душу населения

Среднее значение прогноза показателя *Yep* при значении фактора *хр* при линейной регрессии определяется по формуле

*Yep = a + bxp*

*Yep =*

Интервал надежности конкретного прогнозируемого значения *ур* равен

*Yep - ΔYep ≤ yp ≤ Yep + ΔYep*,

где
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37,07< *yp* <69,31

**Задача 2**

**"Множественная регрессия и корреляция"**

**7.** Приведены данные о тарифах на размещение одной страницы цветной рекламы (2010 г.) в ведущих американских журналах (тыс. долл.), численности планируемой аудитории (млн. чел.), проценте мужчин-читателей.

|  |  |  |  |
| --- | --- | --- | --- |
| Издание | Тариф,  тыс. долл. | Численность  планируемой  аудитории,  млн. чел. | Процент  Мужчин  -читателей,  % |
|  | У |  |  |
| Business Week | 115,1 | 5,9 | 71,1 |
| Cosmopolitan | 97,1 | 17 | 15,2 |
| Elle | 53,6 | 4,1 | 8,5 |
| Fortune | 61,5 | 4,6 | 69,1 |
| Forbes | 55,3 | 5,2 | 70,3 |
| Life | 68,9 | 16,8 | 49,7 |
| People | 130 | 41,3 | 33,1 |
| Reader's Digest | 197 | 56,4 | 40,3 |
| Newsweek | 145,1 | 24,7 | 55 |
| National Geographic | 167 | 36,5 | 59,6 |
| Seventeen | 77,5 | 6,3 | 8,5 |
| The New Yorker | 63,1 | 4,3 | 44,3 |
| Time | 158 | 29,9 | 53,9 |
| TV Guide | 135 | 51,9 | 40,1 |
| Vogue | 65,8 | 10,1 | 11,3 |
| Сумма | 1590 | 315 | 630 |
| Среднее | 106 | 21 | 42 |

Задание.

1). Определите парные и частные коэффициенты корреляции. Сделайте выводы.

2). Постройте линейное уравнение множественной регрессии и поясните смысл его параметров. Рассчитайте скорректированный коэффициент детерминации.

3). Проверьте значимость уравнения регрессии на 95% уровне.

4). Рассчитайте коэффициенты эластичности. Дайте их интерпретацию.

5). Постройте 95% доверительные интервалы для коэффициентов регрессии. Проверьте значимость каждого из коэффициентов.

**Задача 3**

**"Временные ряды в эконометрических исследованиях"**

**7.** Динамика импорта КНР характеризуется поквартальными данными за 2005–2008 гг., млрд. $.

К заданию 2) – прогноз на 4 квартал 2008 г.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Год/  Квартал | 2005 | | | | 2006 | | | | 2007 | | | | 2008 |
| I | II | III | IV | I | II | III | IV | I | II | III | IV | I |
| Значение импорта | 33,2 | 33,9 | 36,9 | 44,4 | 33,8 | 35,2 | 37,4 | 44,6 | 35,0 | 35,8 | 37,8 | 44,8 | 35,4 |

Задание.

1). Построить уравнение тренда *Т*(*t*).

2). Провести краткосрочное прогнозирование.

3). Проверить качество полученной модели.
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